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Cybersecurity, 
Data Privacy, & 
Artificial 
Intelligence For 
Muni Attorneys

Andy Frohardt
Assistant City Attorney
City of Boulder

AI!!!

BEFORE WE GET 
STARTED

 Principal goal – raise baseline 
awareness of AI and its security, 
privacy, and other issues

 Collective expertise is critical!  
Please speak up!

WHAT IS AI?
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AI DEFINED

15 USC  9401(3)

6-1-1701, C.R.S.

“Artificial Intelligence” means a machine-based system that can, for a given set 
of human-defined objectives, make predictions, recommendations or decisions 
influencing real or virtual environments.  Artificial intelligence systems use 
machine and human-based inputs to— (A) perceive real and virtual 
environments; (B) abstract such perceptions into models through analysis in 
an automated manner; and (C) use model inference to formulate options for 
information or action.

“Artificial Intelligence System” any machine-based system that, for any explicit 
or implicit objective, infers from the inputs the system receives how to 
generate outputs, including content, decisions, predictions, or 
recommendations, that can influence physical or virtual environments.

Pratibha Kumari Jr., Chief Digital 
Officer, DataThick (via LinkedIn)

AI USAGE

About
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AI – WHY IT MATTERS

IN THE WORKPLACE
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TEENS’ USE OF CHATGPT

CONSTRUCTION

IS AI THE REAL DEAL?

 OpenAI CEO Sam Altman 
$100 million signing bonuses 
to AI engineers. 
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AI USE CASES

HEALTHCARE

 Clarity

HEALTHCARE

 Research
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QBIQ

AI AGENTS IN 
ACTION
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AI - LOOKING 
CLOSER TO 
HOME

MUNICIPAL USES

 Axon - Prepared
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MUNICIPAL USES

 Sewage Blockages 

MUNICIPAL USES

 HR (Agentic AI)
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EXAMPLE – CONTRACT LANGUAGE 

You are an attorney for a 
municipality that is contracting for 
land surveyor services. Draft 
contract language that will hold a 
surveyor accountable for their 
survey services to a municipality. 
Incorporate any industry standards 
or professional requirements for 
surveyors, whether nationally or in 
the State of Colorado. 

Prompt

EXAMPLE – CONTRACT LANGUAGE 

You are an attorney for a 
municipality that is leasing an 
autonomous lawn mower. The 
lessor's autonomous lawn mower is 
found at the following website: 
[WEBSITE URL].  Analyze the 
website and create contract language 
that binds the lessor to the various 
promises it makes on its website.

Prompt

EXAMPLE – SUMMARIZE REPORT

Summarize this research report in 
1,500 words or less.

Prompt
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AI DANGERS

ACCURACY 
CONCERNS

 Source reliability?

 Hallucinations/confabulations?

 Current?

VisualCapitalist.com, Marcus Lu 
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ALGORITHMIC 
BIAS

COLORADO 
ARTIFICIAL 
INTELLIGENCE 
ACT (CAIA)

SB24-205 (SB25B-004 delayed the effective date to June 
30, 2026)

Seeks to avoid algorithmic discrimination by regulating 
“high-risk” AI.

Algorithmic Discrimination

• “[A]ny condition in which” the use of [AI] “results in an unlawful 
differential treatment or impact that disfavors an individual or group 
of individuals on the basis of their actual or perceived age, color, 
disability, ethnicity, genetic information, limited proficiency in the 
English lan-guage, national origin, race, religion, reproductive health, 
sex, veteran status, or other classification [protected under the law].”
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COLORADO 
ARTIFICIAL 
INTELLIGENCE 
ACT (CAIA)

What is “high-risk AI”? AI that is a 
“substantial factor” in making a “consequential 
decision.”  6-1-170, C.R.S.

• “Substantial factor” –
• A factor generated by an AI system that is used to assist in 

making, and is capable of altering the outcome of, a 
consequential decision.

• “Consequential decision” -
• Has a material, legal or similarly significant effect;
• On the provision or denial to any consumer of, or the cost 

or terms of: (A) Education; (B) Employment; (C) Financial 
or lending services; (D) Essential government services; (E) 
Healthcare service; (F) Housing, (G) Insurance, or (H) Legal 
services. 

COLORADO 
ARTIFICIAL 
INTELLIGENCE 
ACT (CAIA)

If it is a regulated AI, then 

 Risk Management Program “to govern deployment of” 
high-risk AI, with “regular, systematic review and updates.”

 Impact assessments (annually and within 90 days of each 
“substantial and intentional modification” to the AI, that 
includes testing, monitoring, and risk analysis of the system.

 Must notify consumers of the use of AI:

 (1) before the decision is made;

 (2) via website statement that identifies the high-risk AI and 
how it is used;

 (3) give consumer the right to opt-out of having their data 
processed by the AI; and

 (4) give consumers who receive an adverse decision a 
statement about how AI was used and opportunity to 
appeal/correct their information.

Record-keeping obligations (for everything!)

COLORADO 
ARTIFICIAL 
INTELLIGENCE 
ACT (CAIA)

 Algorithmic discrimination 

 Notice to Colorado AG “without unreasonable delay” and 
in no event later than 90 days after discovery.
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COLORADO 
ARTIFICIAL 
INTELLIGENCE 
ACT (CAIA)

ENFORCEMENT
6-1-1706, C.R.S.:

• (1) Notwithstanding section 6-1-103, the attorney general has exclusive 
authority to enforce this part 17.

• (5) Nothing in this part 17, including the enforcement authority granted 
to the attorney general under this section, preempts or otherwise 
affects any right, claim, remedy, presumption, or defense available 
at law or in equity. A rebuttable presumption or affirmative defense 
established under this part 17 applies only to an enforcement action 
brought by the attorney general pursuant to this section and does not 
apply to any right, claim, remedy, presumption, or defense available at law 
or in equity.

• (6) This part 17 does not provide the basis for, and is not subject to, a 
private right of action for violations of this part 17 or any other law.

COLORADO 
ARTIFICIAL 
INTELLIGENCE 
ACT (CAIA)

FULL CIRCLE

Novel, often seldom-tested technology

Designed to think on its own

Trained on unknown (and potentially-biased!) data

Managed and controlled by a third party

Regular impact assessments

Reasoning often not apparent

May discover disparate treatment/impact

Notice to Colorado AG

CYBERSECURITY

 New cybersecurity risks!

 Connecting systems/crossing 
boundaries

 Autonomous authority?
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PROTECTIONS FOR CONSUMER DATA PRIVACY

24-73-102, C.R.S. Security Procedures

To prevent personal identifying information from unauthorized access, use, 
modification, disclosure or destruction, Governmental entities must 
implement and maintain reasonable security procedures and 
practices that are appropriate to the nature of the data and nature and 
size of the governmental entity.

HACKING RISKS

DATA PRIVACY

 Will personal information (or 
other forms of sensitive or 
protected data) be entered 
into the model?

 Who has access to data in the 
model?

 Does the model train itself 
using the data entered?
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PROTECTIONS FOR CONSUMER DATA PRIVACY

24-73-102 and 103, C.R.S. Requires security of,  and prohibits disclosure of, “Personal Information” and 
“Personally Identifying Information”

OTHER DATA 
PROTECTION 
LAWS

Data TypeLaw

Standards for sharing and security 
of criminal justice information

Criminal Justice Information Services 
(CJIS) Security Policy

Covered entities” obligations with 
respect to “protected health 

information”
HIPAA

Protects financial records 
(potential application to local gov’s 
very narrow; but vendors could be 

subject to this!).

Gramm-Leach-Bliley Act

Disclosure and protection 
requirements for personal 

information of children under 13 
(generally not applicable to 

government entities; but, again, 
vendors!)

COPPA (Children’s Online Privacy 
Protection Act of 1998)

DISCLOSURES
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ENVIRONMENTAL 
CONCERNS

COPYRIGHT & 
TERMS OF USE 
CONCERNS

If AI is producing work product: 

 Who the work product it?

 How can we be sure?

 Are there license restrictions or other terms of use restrictions?

TRANSPARENCY & 
OVERRELIANCE
For staff and contractors:

 Do we know if/when they are 
using AI?

 If they are, what portion of the 
work is AI?

For contractors:

 How does the contract parse 
out liability?

Is everyone able to do the work?!
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SKEPTICISM WARRANTED

THANK YOU

Andy Frohardt

Assistant City Attorney

City of Boulder

FrohardtA@bouldercolorado.gov
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